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ABSTRACT
This paper proposes a collaborative software agent model.  The agent works in a

distributed environment making recommendation based on its up-to-date knowledge.
This knowledge is partly acquired from other collaborative agents to combine with its own
prior knowledge by means of a revolutionary regularized singular value decomposition (rRSVD)
technique.  The technique is used as an adaptation process for the agent to learn and update the
knowledge periodically.  This process employs one of the three agent adaptation models,
namely, 2-phase, 1-phase, or non-adaptation that is suitable for the operating bandwidth,
along with a fast incremental knowledge adaptation algorithm. As a consequence, the adapted
agent will be able to work alone in a distributed environment at a satisfactory level of
performance.
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1. INTRODUCTION
Intelligent agents have emerged in the

last decade as an alternative to assist the
users in a distributed way for helping their
users find relevant items such as service or
goods based on their preference or opinion
[1], Commonly, their tasks can be reduced
to the job of estimating rating scores of the
items that have not been seen by their users.
The results of these systems can be both the
predicted rating scores for some particular
items or a set of top-n recommended items.

There are several intelligent agent systems

have been presented in literature [2, 3, 4, 5, 6,
7].  Most of them advise their users with the
pre-learning inferential model initiated
from the characteristics of both user’s profile
and item’s profile.  However, the item’s profile
of some problem domains (for example,
graphical images and audio streams) is difficult
to analyze and perform automatic features
extraction [4]. This must be supplemented
by a manual profile specifying process that
calls for additional workload on the user’s part,
thereby hinders the advantages of the agent
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systems.
To model this kind of agent system, the

collaborative filtering (CF) technique
[3, 4, 5, 6, 7], which is a successful type in
conventional recommender system techniques,
is examined in this paper.  Instead of creating
an inferential model, the predicted rating
scores are made according to the calculated
similarity of historical data among
collaborative agents. The agent is suggested
with the predicted rating scores evaluated
from other agents who have similar
taste.

The CF supporting techniques which
are rooted on singular value decomposition
(SVD) technique [10, 11] are studied. The main
idea of SVD-based technique is to reduce
insignificant users or items by capturing
latent relationships between users and
items, thereby the noise in the resulting
user-item matrix is decreased which leads
to higher prediction accuracy. However,
the conventional CF technique generally
performs the evaluation on the central
repository where user’s opinions are stored.
This centralized evaluation can induce a
bottleneck to the system [2].

A simple solution is to distribute the
workload of this SVD technique to the
agents, who are the entire client’s of the
system.  Nevertheless, the distribution is not
suitable for the client platform with less
availability resources, such as mobile device
platforms. In addition, the fact that knowledge
sharing sessions among all collaborative agents
must be held at all time to enable knowledge
sharing process makes it impractical to
maintain full connection across all collaborative
agents. Some meaningful information might
be lost and the agents have to determine
the rating score assessment based on
incomplete knowledge information. Thus,
we set out to investigate the conventional
SVD-based technique to make it practical for

embedding into the agent model working in
a decentralized environment.

This paper proposes a collaborative
agent model. The main know-how from
other agents can be incorporated as prior
knowledge of the agent. An incremental
update algorithm for this prior knowledge
is also presented to enabling an adaptability
to this proposed agent model.  The remaining
of this paper is organized as follows.
Section 2 explains the methods and data sets
used in the experiment. Section 3 discusses
the experimental results.  Section 4 summarizes
the proposed approach and some final
thoughts.

2. PROPOSED AGENT MODEL
In order to establish the necessary

principles and methods for the proposed
approach, some preliminaries are elucidated
to set up the basic theoretical building blocks.

2.1 Agent Modeling Methods
A few referenced vocabularies to be used

in this literature are identified as follows:

Let  r be an m × n matrix, where m ≥ 1 be the
number of agents and n ≥ 1 be the number of items.
The element ra,i is a rating score of a user a over an
item i.  The value of  ra,i is a discrete value, where user
has rated on item. Otherwise, the value of  ra,i is null.

The collaboration is established based
on evaluation of historical rating scores.
The historical know-how from other agents
is learned at the central repository site and
stored as prior knowledge in the information
server. The newly acquired knowledge,
represented by a user-item rating matrix,
can be decomposed in two aspects, namely,
the knowledge with respect to the user’s
point of view (K{A}) and the knowledge
gathered from other users’ point of view
(K{I}). Finally, all constructive knowledge is
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encapsulated and ported to the client agent as
prior knowledge.

The proposed model encompasses three
processing steps as follows: (1) Evaluation
process, (2) Training process, and (3)
Incremental adaptation process.

2.1.1 Evaluation process
When an agent faces with a decision

situation making on a particular item (such as
service or goods), the rating scores are
required.  The agent’s knowledge, combined
with additional details acquired from other
collaborative agents, is utilized to estimate the
results.  An estimation equation of rating score
prediction is formulated as

r = round(average(K{A}, K{I}))            (1)

where r represents a predicted rating score.

Definition 1:
Let K be the knowledge with respect to a particular
point of view, the value of this knowledge can be
determined as

K = r + ∆                                       (2)

where r is an average rating score and ∆ is the
prior knowledge of the concerning point of view.

Thus, the variables in Equation (1) can
be expressed to accommodate the above
user’s point of view as

K{A} = r {A} + ∆{A}                          (3)
K{I} = r {I} + ∆{I}                              (4)

where matrix r {A} collects average rating
scores of all explicit rating values working out
by the agents and matrix r {I} gathers average
rating score of all explicit rating values on
the item. These two variables denote adaptable
knowledge part of the agent. This knowledge

∧

∧

information will be regularly updated
according to the changing environments, i.e.,
new rating scores, new users, and new items.
The ∆{A}  and ∆{I}  denote prior knowledge
with respect to the user’s point of view and
prior knowledge gathering from other users’
point of view, respectively.

Rather than carry out the decision making
at the central repository site, the evaluation
process takes place at the agent site in
the distributed environment. Hence, full
connection across all collaborative agents is
no longer needed.  The degree of dependence
on others is unfastened because the know-
how of other collaborative agents is already
encapsulated in its prior knowledge.
Thereby the agent can provide the prediction
autonomously. The processing time of this
prediction process is O(1).  This makes the
proposed approach suitable for the agent to
operate in real time environment.

2.1.2 Training process
This training process is executed at the

central repository site, in which the
relationships among the agents are created
within a finite set of trusted registered
agents. The collections of other agents’
attitudes are assembled via an off-line
process.  Thus, the knowledge sharing session
among other collaborations can be assured.

The main point for modeling this
knowledge according to this training process
is presented based on the RSVD technique
which was informally introduced by [11, 12].
However, the shortcomings of this primitive
RSVD technique make them inadequate to
operating in real time under a distributed
environment. The revolutionary RSVD
function is thus proposed to support the
training process that allows an agent to update
its knowledge autonomously in a distributed
environment. The overall training algorithm
for modeling the agent’s knowledge comprises
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K{A}, K{I} as described below

1. Calculate the average rating score for all
explicit rated elements working out by each
agent and collect them in matrix r {A}.  The
value of the average rating score made by
agent a, denoted ra

{A} or ra for short, is
determined from

ra =                                                       (5)

where set R′ collects all rating scores made
by agent a according to Definition 2
(defined in Definition 2 of the incremental
adaptation process). In other words, R′ is the
set of all elements in row  of the user-item
rating matrix ra, i , where  ra, i is not null and
is less than or equal to the number of items n.

2. Calculate the average rating score of all
explicit rating values made on each item to
form matrix r {I}. The value of average rating
score of an item i, denoted ri

{I} or ri  for short,
is determined from

j′ = 1 rJ′

ri =                                                (6)

where the set R′ collects all rating scores
made on item i according to Definition 2.
In other words, R′ is the set of all elements
in column i of the user-item rating matrix
ra, i   which is not null and n′ <= m (n′ is less
than or equal to the number of users m).

3. Execute the revolutionary RSVD function
to obtain matrix ∆{A}, where ∆{A} is an  m × n
matrix defined earlier.

4. Execute the revolutionary RSVD function
to obtain matrix ∆{I}, where ∆{I} is an
m × n matrix defined earlier.

5. The resulting knowledge from this process
comprises {r {A}, r {I}, ∆{A}, ∆{I}}, such that
5.1 An average rating for item i, (ri), is sent
back to the information server where the
concerning item is posted.
5.2 The remaining information {ra, Da,*, D*,i

 }
is sent in response to the request of agent a
for total renewing of prior knowledge.

Figure 1.  Evolutionary of knowledge composition according to the learning process.

n′

n′
Σ

j′ = 1 rJ′

n′

n′
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The knowledge evolution obtained
from each step in this algorithm is shown in
Figure 1.

According to RSVD technique, the
baseline estimation equation for predicting
the unknown ra, i is given by

r = μ + bi + ba + qTp                        (7)

where μ is the average rating score of
all rated elements in user-item rating matrix,
p and q are primitive RSVD parameters [13].
Besides, the observed bias (deviations) of
both user a and item i, denoted by ba and bi,
respectively, are added to enhance the
performance of the primitive RSVD.

This research adopted the improved
RSVD technique to arrive at the higher
accuracy results. The baseline estimation
equation for predicting the unknown rating
in Equation (7) can be rearranged to comply
with the rRSVD as

r = r + b + qTp                                (8)

The training process estimates the values
of the rRSVD model parameters which are
b, p  and q (the combination of these values
were previously denoted as ∆{A} and ∆{I}).
It is executed repeatedly to get r ≈ r.

This revolutionary RSVD function is
invoked two times along the training process
to construct ∆{A} and ∆{I}.

The inputs of this function are
o user-item rating matrix (r), and
o an m × 1 matrix r {A}, for ∆{A}, or an

n × 1  matrix r {I} for ∆{I}.
o γ and  λ are the stochastic gradient

descent method constants. The values of γ and
λ are set to 0.005 and 0.02, respectively [11,
12].

∧

∧

∧

Function:  Revolutionary RSVD
1. Create the revolutionary RSVD model
parameters for the matrices b, p and q.
The size of matrices p and q are m × k and
n × k, respectively, while the size of matrix
b is equal to the size of  matrix r.

2. Randomize all elements of matrices b, p
and q with the small values.

3. Set Iter = 1

4. LOOP UNTIL Iter = LimitIter OR MAE
<= LimitMAE
4.1 Compute the value of the estimated
rating score of all rated elements,

r = round(r + b + qTp)

4.2 Calculate the prediction error by
comparing the value of the estimated rating
score in matrix r and all rated elements in
matrix r,

ea,i = {
4.3 Evaluate the model parameters by means
of a stochastic gradient descent method to
minimize the regularized squared error
according to

• b = b + γ(e - λ⋅b)
• p = c + γ(e⋅d - λ⋅c)
• q = d + γ(e⋅c - λ⋅d)

4.4 Increment the value of Iter by 1
4.5 Calculate the value of MAE, where

             Σ

∧

∧

ra,i - ra,i
∧

0
if ra,i has been rated
otherwise

|mi|
a = 1

(Σ        ea,i )
na
i = 1
|na|

|mi|
MAE =
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5. END LOOP
6. return ∆ = b + qTp

According to Koren [11, 12], the learning
process repeats for setting the model
parameters until the terminal conditions such
as LimitIter and LimitMAE are reached.
There is no explicit termination condition,
but the algorithm normally loops until the
error rate (error) is close to zero. In contrast,
our algorithm states the termination
condition based on the value of Mean
Average Error (MAE), which is the average
absolute errors corresponding to actual
ratings-prediction pairs, along with their
average [9, 17]. Lower MAE [6] value
corresponds to more accurate user ratings
prediction. The appropriate value for
LimitMAE established in this research is
0.50, in which the learning process will not
lead to over-fitting.

2.1.3 Incremental adaptation processes
Further investigations are established in

order to arrive at some forms of an
adaptation agent which are practical enough
to embed into the agent model working in
the decentralized environment.  When the user
or another agent has provided a new explicit
rating value on an item, the knowledge
captured from the training phase must be
refreshed in some way so as to integrate the
new knowledge into the agent’s repertoire.
This process is called the adaptation process.

Two incremental adaptation processes
are proposed, namely, incremental adaptation
at client site and incremental adaptation at
server site.

(a) Incremental Adaptation Process at
Client Site.

After agent a receives a new explicit
rating value, it adapts itself according to the
change by updating its adaptable part r {A}.

(b) Incremental Adaptation Process at
Information Server Site.

After the agent  receives a new explicit
rating value on an item, the same value is
also sent to the information server (i.e. the
server that owns the information about all
items). The average rating score of all explicit
rating values made on that item in matrix r {I}

is updated accordingly.
In order to model the incremental update

equation, the definition for evaluating an
average rating score is established for
subsequent use as follows:

Definition 2:
Let  R′ be a set of all known rating scores

with respect to a particular point of view
R′ = {r1, r2, ..., rn′}, and |R′| = n′, r, be average
rating score of all known rating scores,
hence r can be calculated as

r  =                                                             (9)

A general form of the incremental update
equation for both r{A} and r{I} is by the
following Theorem.

Theorem 1:
Let R be a set of new decided rating

scores, |R| = n. If the knowledge about
the rating scores is changed from R′ to
R′ ∪ R, then an average rating score of
all known rating scores is changed to r [n]

where the value of r [n] is given by

r [n] = αr [0] + Ω                             (10)
r [0] = r, α =          and

Ω =

These processes are performed in real
time which imposes a critical time constraint

n′
j ′ = 1

n′
Σ rj

n ′ + n

n
j = 1Σ rj

n ′ + n
n ′
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n ′ + n

n ′ + 1

n
j = 1

n
j = 1

n ′ + 1

n ′ + 1 ;
n
j = 1

n ′

n ′ + 1n ′ + 1

n ′ + n

n
j = 1

n ′ + n
n
j = 1

n ′ + n n ′ + n

Inductive hypothesis: P(k) : r [k]

r [k] =

       n ′           Σ      rj

Inductive step: P(k+1): r [k+1]

r [k+1] =

=

According to the induction hypothesis,
   [[   n ′ × r [0]+Σ       rj]×(n ′+k)]+rn ′+(k+1)

   n ′ × r [0] +Σ       rj+rn ′+(k+1)

                 n ′ + (k+1)

   n ′ × r [0]+Σ       rj

         n ′ + (k+1)

          n ′                    Σ       rj

   n ′ + (k+1)            n ′ + (k+1)

            n ′                    Σ       rj

     n ′ + (k+1)            n ′ + (k+1)

Thus, P(k+1) holds.  By induction, P(n) holds
for all n.

Bearing the above adaptation process in
mind, we propose three agent adaptation
models that designate how the agent operates
as follows:
(a) A 2-phase agent model using
revolutionary RSVD technique (rRSVD2)

An adaptive agent performs some
adaptation processes at both client site and
information server site. This agent model is
suitable for the agent that operates over high
available bandwidth.

n
j = 1

n ′ + k n ′ + k

k
j = 1

k+1
j = 1

k+1
j = 1

× r [0] +

k+1
j = 1r [0] +

on the update process.  Instead of performing
total maintenance of the agent’s knowledge
which takes approximately O(m3), an
incremental update process is proposed.
The execution time for an agent to handle a
one-item adhoc change while keeping the
average value up-to-date takes O(n) and the
accompanying incremental update cost
becomes O(1).

The theorem can be proved by
mathematical induction.

Proof.  Let P(n) be the statement

r [n] = αr [0] + ∆

      =           r [0] +

We will show that P(n) is true for every n ≥ 1.

Basis step: for n = 1, P(1) denoted by r [1]

can be written as

r [1] =

   Σ      rj + rn ′ + 1

    (n ′ × r [0]) + rn ′ + 1

this is because r [0] =

   (    n ′   × r [0] ) + ( rn ′ + 1 )

       n ′  r [0] + Σ      rj ; replace 1 with n

       n ′  r [0] + Σ      rj

Thus, P(1) holds.

n ′ + n
n ′ Σ rj

 [r1 + r2 + ... + rn ′]+ rn ′ + 1

=

=

Σ rj

=

=

=

[r1+r2+...+rn ′]+[rn ′+ 1+rn ′+ 2+...+rn ′+ k]
 n ′ + k

=

[r1+r2+...+rn ′]+[rn ′+ 1+rn ′+ 2+...+rn ′+ k]+rn ′+(k+1)

n ′ + (k+1)
[r [k] × (n ′+k)]+rn ′+(k+1)

n ′ + (k+1)

n ′+k

n ′+k
j = 1

n ′ + (k+1)
=

=

=

=

=

r [0] +
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(b) A 1-phase agent model using
revolutionary RSVD technique (rRSVD1)

An adaptive agent performs an
adaptation processes at client site. This agent
model is suitable for the agent that
operates over low available bandwidth.

(c) A non-adaptation agent model using
revolutionary RSVD technique (rRSVD0)

A non-adaptive agent makes its decision
based on the prior knowledge obtained
from the training process. This agent model
is suitable for the agent that operates over
poor available bandwidth or off-line.

2.2 Experimental Materials.
We acquired our dataset from

MovieLens (ML), a research recommender
site maintained by the GroupLens project
(www.movielens.mun.edu). This data set
contains 943 users, 1682 movies, and 100,000
ratings (discrete values from 1 to 5).
The sparsity of this data set is 93.7%.
The accuracy was measured by MAE.

3.  RESULTS AND DISCUSSION
We compared our algorithm with the

SVD-based technique as the baseline
experiment since it was one of the
successful CF technique [2].  In addition, we
also compared our approach with other
SVD-based techniques, namely, LSI/SVD
[15], RSVD [13], and improved RSVD model
[11, 12], and SVD++ [11, 12].  The results of
these comparisons are shown in Figure 2.

It is apparent from Figure 2, that the
MAE obtained from the proposed 2-phased
agent model using revolutionary RSVD
technique (rRSVD2) is the lowest. This implies
that the performance increases when high
bandwidth is available. The 1-phased agent
model using revolutionary RSVD technique
(rRSVD1) also provides good MAE results.
This is because the knowledge refreshment

of rRSVD1 model only adapts some parts
of agent’s knowledge.

In case of distributed environment and
off-line situations in which none of the
adaptation process could be practically
performed, the MAE obtained from the
proposed non-adaptation agent model using
revolutionary RSVD technique (rRSVD0) is
lower than other proposed SVD-based
techniques as shown in Table 1.  This implies
that the proposed technique gives rise to
high accurate results as it can perform
independently in distributed environment
and off-line situation as well.

It can be concluded that for high
bandwidth where the agents can send
its feedback to the information server, and
some incremental adaptation processes are
taken into account at both agent and
information server sites, the best accurate
results will be obtained. As the available
bandwidth becomes lower where the agents
are hard to send their feedback to the
information server, the incremental adaptation
can only perform at the agent site to refresh
some part of its knowledge. The prediction
accuracy results are still better than other
SVD-based techniques.

4. CONCLUSION
This paper proposes a collaborative

agent model, operated by means of
three processing steps. This constitutes a
collaborative processing model which is
suitable for agents to operate in distributed
environment and off-line manner. The
expertise from other agents is learned at the
central repository site and adapted as
prior knowledge by the originating agent.
The underlying principle lies in the
revolutionary RSVD technique to determine
the rating scores, given the above knowledge
and other derived details from the
information server. Evaluations are carried
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out at the agent site.  A fast incremental update
processes of prior knowledge is devised to
enhance the adaptability and performance
of this proposed agent model.
The scope of this proposed model is

Figure 2. Evaluation of MAE according to different size of training/testing sets.

restricted to the limitations of discrete
rating scores that preclude a wider range
of applicability. Further investigation on
continuous values is a challenging research
endeavor remained to be explored.

LSI/SVD RSVD improved RSVD rRSVD0
0.853 0.929 0.790 0.783
0.814 0.815 0.756 0.736
0.800 0.780 0.746 0.715
0.787 0.757 0.733 0.702
0.772 0.746 0.727 0.688
0.763 0.738 0.721 0.680
0.754 0.726 0.674 0.677
0.747 0.715 0.666 0.671
0.726 0.731 0.675 0.670

10%
20%
30%
40%
50%
60%
70%
80%
90%

Table 1.  Comparative statistics of the proposed approach and exiting approaches

REFERENCES

[1] Adomavicius G. and Tuzhilin A.,
Toward the next generation of
recommender systems: A survey of
the state-of-the-art and possible
extensions, IEEE Transactions on
Knowledge and Data Engineering, 2005;
17(6): 734-749.

[2] Cacheda F., Carneiro V., Fern′andez
D. and Formoso V., Comparison of
collaborative filtering algorithms:
Limitations of current techniques
and proposals for scalable, high-

performance recommender systems,
ACM Transactions on the Web, 2011;
5(1): 2:1-2:33.

[3] Carbo J. and Molina J.M., Agent
based collaborative filtering based on
fuzzy recommendations, Int. J. Web
Eng. Technol., 2004; 1: 414-426.

[4] Funk S., Netfiix update: Try this at
home, Available at: http://sifter.org/
simon/journal/20061211.html., 2006.

[5] George T. and Merugu S., A Scalable
Collaborative Filtering Framework



1438 Chiang Mai J. Sci. 2014; 41(5.2)

Based on Co-clustering, Proceedings of
the 5th IEEE International Conference
on Data Mining, 2005; 625-628.

[6] Godoy D. and Amandi A., An Agent-
based Recommender System to
Support Collaborative Web Search
Based on Shared User Interests,
Proceedings of the 13th International
Conference on Groupware: Design,
Implementation, and Use, 2007;
303-318.

[7] Herlocker J.L., Konstan J.A.,
Borchers A. and Riedl J., An
Algorithmic Framework for Performing
Collaborative Filtering, Proceedings of
the 1999 Conference on Research and
Development in Information Retrieval,
1999; 230-237.

[8] Herlocker J.L., Konstan J.A., Terveen
L.G. and Riedl J.T., Evaluating
collaborative filtering recommender
systems, ACM Transactions on
Information Systems, 2004; 22(1): 5-53.

[9] Hern′andez del Olmo F. and
Gaudioso E., Evaluation of
recommender systems: A new
approach, IEEE Transactions on
Knowledge and Data Engineering, 2008;
35(3): 790-804.

[10] Khoshneshin M. and Street W.N.,
Incremental Collaborative Filtering via
Evolutionary Co-clustering, Proceedings
of the 4th ACM Conference on Recom-
mender Systems, 2010; 325-328.

[11] Koren Y., Factorization Meets
the Neighborhood: A Multifaceted
Collaborative Filtering Model,
Proceedings of the 5th International

Conference on Computer and Information
Technology, 2008; 426-434.

[12] Koren Y., Collaborative Filtering with
Temporal Dynamics, Proceedings of the
15th International Conference on
Knowledge Discovery and Data Mining,
2009; 447-455.

[13] Paterek A., Improving Regularized
Singular Value Decomposition for
Collaborative Filtering, Proceedings of
the KDD Cup Workshop at the 13th

ACM International Conference on
Knowledge Discovery and Data Mining,
2007; 39-42.

[14] Sarwar B., Karypis G., Konstan J. and
Riedl J., Item-based Collaborative
Filtering Recommendation Algorithms,
Proceedings of the 10th International
Conference on World Wide Web, 2001;
285-295.

[15] Sarwar B.M., Karypis G., Konstan
J.A. and Riedl J.T., Application
of Dimensionality Reduction in
Recommender System a Case Study,
Proceedings of ACM WebKDD 2000
Web Mining for E-Commerce Workshop,
2000; 82-90.

[16] Su X. and Khoshgoftaar T.M., A
survey of collaborative filtering
techniques, Adv. Artif. Intell., 2009;
1-20.

[17] Vozalis E. and Margaritis K.G.,
Analysis of Recommender Systems’
Algorithms, Proceedings of the 6th

Hellenic European Conference on
Computer Mathematics and Its
Applications, 2003; 1-14.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


