GAME THEORY
Game Theory

· Game theory models strategic behavior by agents who understand that their actions affect the actions of  other agents. 

Some Applications of Game Theory

· The study of oligopolies (industries containing only a few firms)

· The study of cartels; e.g. OPEC

· The study of externalities; e.g. using a common resource such as a fishery.

· The study of military strategies.

Types of Games

· Simultaneous-Move Game: players play at the same time.

· Sequential-Move Game: players play in order (one after another).

· Perfect Information Game: all information are known perfectly by all players.

· Imperfect Information Game: some information is imperfect

Types of Game Representation

· Normal Form Game

· Extensive Form Game 
Normal Form Game
· A Normal Form Game consists of

· a set of players
· a set of strategies for each player

· the payoffs to each player for every possible list of strategy choices by the players.
Best Reply
· A Strategy of a player is a ‘Best Reply’ to the strategies of other players if it gives the highest payoff given those strategies of other players.

Two-Player Games

· A game with just two players is a two-player game.

· We will study only games in which there are two players.
An Example of a Two-Player Game
· The players are called A and B.

· Player A has two strategies, called “Up” and “Down”.

· Player B has two strategies, called “Left” and “Right”.

· The table showing the payoffs to both players for each of the four possible strategy combinations is the game’s payoff matrix.
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e.g. if A plays Up and B plays Right then A’s payoff is 1 and B’s payoff is 8. 
if A plays Down and B plays Right then A’s payoff is 2 and B’s payoff is 1. 
Strategy Profile

A strategy profile (a play of the game) is a list of strategy, one for each player. 

It is a pair such as (U,R) where the 1st element is the strategy chosen by Player A and the 2nd is the strategy chosen by Player B.

What plays are we likely to see for this game?

Q. Is (U,L) a likely play?

Ans. If A plays Up then B’s best reply is Left.
If B plays Left then A’s best reply is Up.

So (U,L) is a likely play.

Q. Is (U,R) a likely play?

Ans. If B plays Right then A’s best reply is Down 

since this improves A’s payoff from 1 to 2. 

So (U,R) is not a likely play.

What about (D,R) and (D,L)? Are they a likely play?
Nash Equilibrium
· A strategy profile (a play of the game) where each player’s strategy is a best reply to the others is a Nash equilibrium.
· In a Nash equilibrium, no player has incentive to deviate from his Nash strategy given no other players deviate.
· Our example has two Nash equilibria; (U,L) and (D,R).

An Example of a Two-Player Game
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(U,L) and (D,R) are both Nash equilibria for
the game.  
But which will we see?  

Notice that (U,L) is preferred to (D,R) by both players.  
Must we then see (U,L) only? 
The Prisoner’s Dilemma

· To see if Pareto-preferred outcomes must be what we see in the play of a game, consider a famous second example of a two-player game called the Prisoner’s Dilemma.


[image: image3]
What plays are we likely to see for this game?

If Bonnie plays Silence then Clyde’s best reply is Confess. 

If Bonnie plays Confess then Clyde’s best reply is Confess. 
So no matter what Bonnie plays, Clyde’sbest reply is always Confess.  Hence, Confess is a dominant strategy for Clyde.

Similarly, no matter what Clyde plays, Bonnie’s best reply is always Confess. Hence, Confess is a dominant strategy for Bonnie also. 
So the only Nash equilibrium for this
game is (C,C), even though (S,S) gives
both Bonnie and Clyde better payoffs. 
The only Nash equilibrium is inefficient.
Dominant Strategy
· A strategy which is the best reply to every strategy of the opponent is called a dominant strategy. 

· If every player has a dominant strategy then, the Nash equilibrium is the list of the dominant strategy of each player and it is also called a dominant-strategy equilibrium. 

e.g. (Confess, Confess) in Prisoner Dilemma game 

· Not all Nash equilibrium is a dominant-strategy equilibrium. 

Many Nash Equilibria?


[image: image4]
(U,L) and (D,R) are both Nash equilibria and we have no way of deciding which equilibrium is more likely to occur. 
Battle of the Sexes
· In this game, there are also two Nash equilibria.
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 Pure Strategies

· In all of the games above, each player chooses a certain strategy for sure (with probability of 1). This type of choice is called a pure strategy. 
·  A Nash equilibrium consisting of only pure strategies is called a pure-strategy Nash equilibrium.

In our previous example

[image: image5]
Player A’s has been thought of as choosing to play either U or D, but no combination of both; that is, as playing purely U or D. U and D are Player A’s pure strategies. 
Similarly, L and R are Player B’s pure strategies. 

Consequently, (U,L) and (D,R) are pure-strategy Nash equilibria. 
Must every game have at least one pure-strategy Nash
equilibrium? 
Here is a new game.
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Are there any pure-strategy Nash equilibria? 
So the game has no Nash equilibria in pure strategies.  Even so, the game does have a Nash equilibrium, but in mixed strategies. 

Mixed Strategies

· Instead of playing purely Up or Down, Player A selects a probability distribution (πU,1-πU) , meaning that with probability πU Player A will play Up and with probability 

1-πU will play Down.

· Player A is mixing over the pure strategies Up and Down.

· The probability distribution (πU,1-πU) is a mixed strategy for Player A.

· Similarly, Player B selects a probability distribution (πL,1-πL), meaning that with probability πL Player B will play Left and with probability 1-πL will play Right.

· Player B is mixing over the pure strategies Left and Right.

· The probability distribution (πL,1-πL) is a mixed strategy for Player B.

This game above has no pure strategy Nash equilibria but it does have a Nash equilibrium in mixed strategies.   
How is it computed?
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If B plays Left her expected payoff is

2πU + 5(1- πU)
If B plays Right her expected payoff is 

4πU + 2(1- πU)
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If  2πU + 5(1- πU) > 4πU + 2(1- πU)  then B would play only  

But there are no Nash equilibria in which B plays only Left. 
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If  2πU + 5(1- πU) < 4πU + 2(1- πU)  then B would play only  
But there are no Nash equilibria in which B plays only Right. 
So for there to exist a Nash equilibrium, 
B must be INDIFFERENT between playing Left or Right; 
2πU + 5(1- πU) = 4πU + 2(1- πU)  → πU = 3/5
If A plays Up, his expected payoff is

1πL + 0(1- πL)
If A plays Down, his expected payoff is 

0πL + 3(1- πL)

Again, there are no Nash equilibria in which A plays only Up or Down.

So for there to exist a Nash equilibrium, 
A must be INDIFFERENT between playing Up or Down; 

1πL + 0(1- πL) = 0πL + 3(1- πL)   →  πL = 3/4

So the game’s only Nash equilibrium has 
A playing the mixed strategy (3/5, 2/5) and has
B playing the mixed strategy (3/4, 1/4). 
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How Many Nash Equilibria?

· A game with a finite number of players, each with a finite number of pure strategies, has at least one Nash equilibrium.

· So if the game has no pure strategy Nash equilibrium then it must have at least one mixed strategy Nash equilibrium.

Note that it is possible for a game to have both pure-strategy Nash and mixed-strategy Nash.

Who Plays When?

· In above examples the players chose their strategies simultaneously.

· Such games are simultaneous-play games or simultaneous-move games.

· But there are games in which one player plays before another player.

· Such games are sequential-play games or sequential-move games.

· The player who plays first is the leader.  

· The player who plays second is the follower.

· Sometimes a game has more than one Nash equilibrium and it is hard to say which is more likely to occur.

· When such a game is sequential it is sometimes possible to argue that one of the Nash equilibria is more likely to occur than the other. 

Our previous example
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Suppose instead that the game is played
sequentially, with A leading and B following. 
We can rewrite this game in its extensive form.

Extensive form game

· Extensive Form Game is a representation of a game that describes also the order of events.

· It can be drawn using a Game Tree.

· A Game Tree consists of Decision Nodes, Branches, and End Nodes
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A Sequential Game Example
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Strategies: a closer look

· A strategy is a list of actions for every circumstances.

· A strategy must describe an action at every decision node.

· In the game tree above,


A’s strategy set = {U, D} 


B’s strategy set = {(L,L), (L,R), (R,L), (R,R)} 

In the previous Simultaneous Move Game, 

Both (U,L) and (D,R) are Nash equilibria. 
In Sequential Move Game here,

If A plays U then B will play L → A will get 3.

If A plays D then B will play R → A will get 2. 
Hence, A should play U. This will induce B to play L 
U is A’s equilibrium strategy

(L,R) is B’s equilibrium strategy

Subgame Perfect (Nash) Equilibrium

· Abbreviation: SPE
· SPE is a Nash equilibrium in every subgame 
· A subgame is part of a whole game starting from one decision node and include all branches and nodes that come after.
SPE via Backward Induction

· The game was solved from the last decision nodes back to the first decision node.

· Solving the game backward to find an equilibrium is called Backward Induction.

Repeated Game

· Playing the same game simultaneous-move game many time is called Repeated Game.
· In the Prisoner Dilemma game, the unique Nash (Confess, Confess) is Pareto dominated by (Silence, Silence). 
· When the same game is played repeatedly, can we achieve a different outcome?

Two cases
I.) If the game is played N time.

II.) If the game is played infinite number of time.

Checklist

· Normal Form Game and 


Extensive Form Games

· Simultaneous-Move Games and Sequential-Move Games

· Nash Equilibrium and SPE

· Pure Strategies and Mixed Strategies
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