GAME THEORY


· Game theory involves the study of strategic situations

· Game theory models attempt to portray complex strategic situations in a highly simplified and stylized setting

· abstract from personal and institutional details in order to arrive at a representation of the situation that is mathematically tractable

(Noncooperative) Game Theory
· A game can be classified by the timing of players’ moves

i) Simultaneous-Move Game: Players play at the same time
ii) Sequential-Move Game: There is an order of plays
· Alternatively, a game can be classified by amount of information given

i) Perfect-Information Game
ii) Imperfect-Information Game
Game Representations
Two ways to represent a game 

1) Normal Form Game
2) Extensive Form Game

A Normal (Strategic) Form Game
· A normal form game consists of
· Players:

·  Players are decision makers who can choose among a set of possible actions

· Strategies:

· Each course of action open to a player

· Payoffs:

· The final returns to the players at the end of the game

· A normal form game specifies all possible strategies between players and the final payoffs. 
Notation

· We will denote a game G between two players (A and B) by

G[SA,SB,UA(a,b),UB(a,b)]

   where

SA = a set of strategies available for player A 


(a ( SA, i.e. a is a particular strategy)

SB = a set of strategies available for player B 


(b ( SB, i.e. b is a particular strategy)

UA = utility obtained by player A when particular strategies are chosen

UB = utility obtained by player B when particular strategies are chosen
Nash Equilibrium in Games

· A pair of strategies (a*,b*) is defined to be a Nash equilibrium if 

i) UA(a*,b*) ( UA(a',b*) for all a' ( SA 


a* is player A’s best strategy when player B plays b*, and 

ii) UB(a*,b*) ( Ub(a*,b') for all b' ( SB

b* is player B’s best strategy when player A plays a*

· Nobody has an incentive to deviate
In a Nash equilibrium, no player has incentive to deviate unilaterally from a Nash equilibrium strategy. 

→ A ‘Rest’ Point

A Normal Form Game
is often shown in tabular form

[image: image9.emf]  B ’s Strategies    L  R   U  1 ,  1  3 ,  0       A ’s Strategies  D  0 ,  3  2,  2      


[image: image1]
Example: A Dormitory Game

· Suppose that there are two students who must decide how loudly to play their stereos in a dorm

· each may choose to play it loudly (L) or softly (S)
[image: image3.emf]  B ’s Strategies    Rock  Paper  Scissors   Rock  0,0  1, - 1  - 1,1   Paper  - 1,1  0,0  1, - 1       A ’s  Strategies  Scissors  1, - 1  - 1,1  0,0      



A Dominant Strategy
· A Dominant strategy is the best strategy for player i if it is the best strategy i no matter what the other player plays

· In the dormitory game
· Strategy L is a dominant strategy for player B. It is the best choice no matter what A does

· Player A will recognize that B has such a dominant strategy and A will choose to play L
[image: image4.emf]  B ’s Strategies    L  R   U  1 ,  1  3 ,  0       A ’s Strategies  D  0 ,  3  2,  2      


Example: Rock-Scissors-Paper Game
[image: image5.emf]  B ’s Strategies    Confess  Not  Confess   Confess  -  3,  - 3  - 1,  - 5       A ’s Strategies  Not  Confess  - 5,  - 1  - 2,  - 2      


[image: image6.emf]  B ’s Strategies    Rock  Paper  Scissors   Rock  0,0  1, - 1  - 1,1   Paper  - 1,1  0,0  1, - 1       A ’s  Strategies  Scissors  1, - 1  - 1,1  0,0      


Example: Battle of the Sexes

[image: image7.emf]  Player  B ’s Strategies    b 1  b 2     a 1    Π A ( a 1 , b 1 ),   Π B ( a 1 , b 1 )      Π A ( a 1 , b 2 ),   Π B ( a 1 , b 2 )         Player  A ’s  Strategies  a 2    Π A ( a 2 , b 1 ),   Π B ( a 2 , b 1 )      Π A ( a 2 , b 2 ),   Π B ( a 2 , b 2 )        


[image: image8.emf]  B ’s Strategies    Confess  Not  Confess   Confess  -  3,  - 3  - 1,  - 5       A ’s Strategies  Not  Confess  - 5,  - 1  - 2,  - 2      


	
	

	
	


Best response function 

· A Best Response Function gives a player’s optimal strategy when other players’ strategies are fixed  

· In the above Battle of the Sexes game 

- A’s best response to B playing Mountain is Mountain.

- A’s best response to B playing Seaside is Seaside. 

· A Nash equilibrium occurs when every player is playing his best response

Pure-Strategy
· When a player play a particular strategy for sure (with probability of 1). We say he plays a pure strategy.

· In the above games, we only look at pure strategies.

Mixed-Strategy
· In a game where players are permitted to use mixed strategies, each player may play the pure strategies with certain, pre-selected probabilities 

· A mixed strategy is probability distribution over the set of pure strategies.
·  player A may flip a coin to determine whether to go to the mountain or seaside 

·  the possibility of playing the pure strategies with any probabilities a player may choose, converts the game into one with an infinite number of mixed strategies. 
Finding a Mixed-Strategy Nash Equilibrium

· A player will be willing to play a mixed strategy (choosing between two or more strategies randomly) only if he or she is indifferent between playing those strategies. 

· That is the pure strategies that form the basis of a mixed strategy should give the player the same payoff.

Example: Battle of the Sexes.

· Let pa be A’s probability of playing Mountain. Hence, 1 – pa is his probability of playing Seaside.

· Let pb be B’s probability of playing Mountain. Hence, 1 – pb is her probability of playing Seaside.

· If A is playing a mixed strategy, mixing between Mountain and Seaside. A’s expected payoff from playing Mountain must be equal to that from playing Seaside.

    EπA (Mountain) = 2pb + 0(1 – pb) = 0pb + 1(1 – pb) = EπA (Seaside)

    → We can use this to calculate pb
·  Similarly for B.
Interpretation of Mixed Strategies
· Some games have strategies that are more sensible as mixed strategies than others

· For any mixed strategy equilibrium, if one player believes the other will play the equilibrium mixed strategies, then he is indifferent as to whether he plays any other mixed or pure strategies as long as  the set of strategies that form a basis for that strategy belongs to that of his equilibrium mixed strategy.

· Can interpret mixed strategies as being random chance of meeting a person from a population who plays a pure strategy but that strategy is not known.

· Alternatively, individuals’ choices may be deterministic e.g. depend on moods but there is still uncertainty for other players.

The Prisoners’ Dilemma


· An ironclad agreement by both prisoners not to confess will give them the lowest amount of joint jail time

·  this solution is not stable
· The “confess” strategy dominates for both A and B

·  these strategies constitute a Nash equilibrium
· Dilemma: Optimal Outcome are not Nash equilibrium 
Cooperation and Repetition

· Cooperation among players can result in outcomes that are preferred to the Nash outcome by both players

· the cooperative outcome is unstable because it is not a Nash equilibrium

· Repeated play may foster cooperation. Before we look at repeated game, we need to learn about extensive-form game first.

Extensive-Form Game
· Loosely speaking, an extensive form game specifies a starting point (node), a sequence of play and the end payoffs

· Useful in Sequential-Move Game, i.e. game with an order of plays

· Often represented as a tree (see the example below) 
Example: A Two-Period Dormitory Game (Sequential Move)
In Extensive-Form
· Let’s assume that A chooses his decibel level first and then B makes his choice

· In effect, that means that the game has become a two-period game

· B’s strategic choices must take into account the information available at the start of period two
[image: image2]
In Normal-Form

	
	B’s Strategies

	
	L,L
	L,S
	S,L
	S,S

	A’s Strategies
	L
	7,5
	7,5
	5,4
	5,4

	
	S
	6,4
	6,3
	6,4
	6,3



A Subgame Perfect (Nash) Equilibrium (SPE) 

· A “subgame” is the portion of a larger game that begins at one decision node and includes all future actions stemming from that node

· To qualify to be a subgame perfect equilibrium, a strategy must be a Nash equilibrium in each subgame of a larger game

Repeated Games

· Many economic situations can be modeled as games that are played repeatedly

· consumers’ regular purchases from a particular retailer

· firms’ day-to-day competition for customers

· workers’ attempts to outwit their supervisors

· An important aspect of a repeated game is the expanded strategy sets that become available to the players

· opens the way for credible threats and subgame perfection
Prisoners’ Dilemma Finite Game



· Suppose this game is to be repeatedly played for a finite number of periods (T)

· Any expanded strategy in which A promises to play D in the final period is not credible

· when T arrives, A will choose strategy U
· The same logic applies to player B

· Any subgame perfect equilibrium for this game can only consist of the Nash equilibrium strategies in the final round

·  (U, L)
· The logic that applies to period T also applies to period T-1

· The only subgame perfect equilibrium in this finite game is to require the Nash equilibrium (U, L) in every round

Prisoners’ Dilemma Game with Infinite Repetitions

· In this case, each player can announce a “trigger strategy”

· promise to play the cooperative strategy as long as the other player does

· when one player deviates from the pattern, the game reverts to the repeating single-period Nash equilibrium

· Suppose that A announces that he will continue to play the trigger strategy by playing cooperatively in period K

· If B decides to play cooperatively, payoffs of 2 can be expected to continue indefinitely

· If B decides to cheat, the payoff in period K will be 3, but will fall to 1 in all future periods

· Go back to the Nash equilibrium 
· If ( is player B’s discount rate, the present value of continued cooperation is

2 + (2 + (22 + … = 2/(1-()

· The payoff from cheating is

3 + (1 + (21 + …= 3 + 1/(1-()

· Continued cooperation will be credible if

2/(1-() > 3 + 1/(1-()

( > ½

 








ΠA(a1,b1) = Payoff of A when A chooses a1 and B chooses b1


ΠB(a1,b1) = Payoff of B when A chooses a1 and B chooses b1


etc.





→ A chooses L, and B chooses L, denoted by A:L, B:L or (L,L) 


is a Nash equilibrium. No player will be better off by deviating. 


→ Unique Equilibrium 
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→ Any strategy is unstable because it offers the other players an incentive to adopt another strategy


→ No Nash Equilibirum
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If the game was played only once, the Nash equilibrium (U, L) would be the expected outcome


This outcome is inferior to (D, R) for each player.





There are 3 Nash equilibria in this game


A:L, B:(L,L), or (L, (L,L))


ii) 	A:L, B:(L,S), or (L, (L,S)) 


A:S, B:(S,L), or (S, (S,L))





However, ii) and iii) are implausible as each incorporates a noncredible threat on the part of B





→ A will recognize this and will always choose L.


	Hence, (S, (S,L)) is the only equilibrium of this game


This is a subgame perfect equilibrium (SPE)


A Nash equilibrium in which the strategy choices of each player do not involve noncredible threats.























Each strategy is stated as a pair of actions showing what B will do depending on A’s actions





Thus, we should


put B’s strategies


in a form that takes


the information on


A’s choice into


account
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The most famous two-person game with an undesirable Nash equilibrium outcome
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→ Both of the joint vacations (Mountain, Mountain) and                 (Seaside, Seaside) represent Nash equilibria 


→ Two Nash Equilibrium
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